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Motivation
Badminton reports 
generally include details 
such as player names, 
game scores, and ball 
types, providing 
audiences with a 
comprehensive view of 
the games.

Challenge
Manually writing these 
reports can be subjective 
and time-consuming.

Objective
Explore whether a Large 
Language Model (LLM) 
could automate the 
generation and evaluation 
of badminton reports.

Introduction
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Badminton Report
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1. What is the best configuration for generating badminton reports?

2. How to automatically evaluate the quality of badminton reports?

3. What is the difference between LLM-generated and human-written 

badminton reports?

Research Questions
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ShuttleSet [Wang et al., 2023b]
● Shot trajectories
● Rally duration
● Point outcomes
● Player names
● Tournament settings

Badminton Dataset
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https://arxiv.org/abs/2306.04948


In-Context Learning
● Zero-shot
● One-shot
● Few-shot [Brown et al., 2020]
● Chain of Thought (CoT) [Wei et al., 2022]

Generation with LLM
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https://arxiv.org/abs/2005.14165
https://arxiv.org/abs/2201.11903


G-Eval [Liu et al., 2023]
Encompasses chain-ofthought and weighting techniques for assessing the 
coherence, consistency, and fluency of news summaries.

Evaluation with LLM
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https://arxiv.org/abs/2303.16634
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Overview
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Report Generation
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Input Data Type

CSV
(structured and rally-level data)

Q&A
(unstructured and set-level data)
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In-Context Learning (ICL)
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Large Language Models 
(LLM)

GPT-3.5 [OpenAI, 2022]
(GPT-3.5-turbo-0125)

GPT-4 [Achiam et al., 2023]
(GPT-4-turbo-2024-04-09)
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https://openai.com/index/chatgpt/
https://arxiv.org/abs/2303.08774


Report Evaluation

GPT-4 Evaluation Human Evaluation
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GPT-4 Evaluation

G-EVAL
[Liu et al., 2023]
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https://arxiv.org/abs/2303.16634


GPT-4 Evaluation

Auto CoT
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Human Evaluation

For the human evaluation, we 
prepared a form containing three 
badminton reports authored by 
GPT-3.5, GPT-4, and humans, 
respectively.
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https://forms.gle/n8mpxUyxba8SLcK67
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Dataset

We sample 10 badminton 
games spanning the years 

2018 to 2021

ShuttleSet 
[Wang et al., 2023b]

5 men’s singles
5 women’s singles

We only extract the 6 most 
crucial columns, which 

include win point player, 
win reason, lose reason, 
ball types, roundscore A, 

and roundscore B.
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https://arxiv.org/abs/2306.04948


Result for Input Data Type
CSV > Q&A
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Result for Input Data Type

CSV data type are more prone to hallucinations!
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Result for In-Context Learning (ICL)
CoT > Few-shot > One-shot > Zero-shot
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Result for Large Language Models (LLM)

GPT-4 > GPT-3.5 > Humans

26



Result for Human Evaluation

GPT-4 > Humans > GPT-3.5

27



05 Limitations & 
Future Works
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Limitations Future Works

Constructing a benchmark (comprising 
dataset and evaluation metrics).

Badminton report generation is a 
relatively unexplored topic in the 
research field, leaving us without other 
baselines for comparison.

Employing a Q&A model to extract 
answers from reports.

Lack a quantitative method to measure
the occurrence of hallucinations in the 
reports.

Exploring solutions to this issue 
represents a promising direction for 
future research.

The bias that GPT-4 prefers the reports 
generated by LLM may lead to unfair 
evaluation.
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06 Conclusion
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Takeaways

BADGE
A pioneering framework 

for badminton report 
generation and 

evaluation.

Generation
We found that reports 

generated by GPT-4 with 
CSV and Chain of 

Thought exhibit the best 
performance.

Evaluation
Revealing a bias where 
GPT-4 prefers reports 

generated by LLMs.
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https://arxiv.org/abs/2406.18116
https://andychiangsh.github.io/BADGE/demo/


Thanks For Listening!
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